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ABSTRACT

Hierarchical multi-label classification (HMC) aims to assign
multiple labels to every instance with the labels organized un-
der hierarchical relations. In the application of ship recogni-
tion in remote sensing images, a ship can own coarse-to-fine
hierarchical labels, e.g., the military ship, aircraft carrier, and
nimitz class aircraft carrier. In this paper, we propose to com-
bine two forms of loss functions to solve the HMC problem
based on the neural network. The first probabilistic classi-
fication loss is to encode the hierarchical knowledge by in-
troducing hierarchy and exclusion (HEX) graphs to impose
constraints on hierarchical labels. The second cross-entropy
loss imposes the softmax normalization on leaf nodes in the
hierarchy to discriminate fine-grained classes. We evaluate
our method on the high resolution satellite image dataset for
ship recognition (HRSC), in which hierarchical labels are or-
ganized as the three-level tree. The proposed method shows
comparative results compared to state-of-art HMC models.

Index Terms— Hierarchical Multi-label Classification,
Neural Network

1. INTRODUCTION

Traditional classification methods suppose the labels are mu-
tually exclusive, whereas for hierarchical multi-label classi-
fication [1], labels are not disjoined but organized under a
hierarchical structure. Such structure can be a tree or a di-
rected acyclic graph (DAG), which indicates the parent-child
relations between labels. Every prediction must be coher-
ent, i.e., respect the hierarchy constraint. The hierarchy con-
straint states that a sample belonging to a given class must
also belong to all its ancestors in the hierarchy. HMC prob-
lems naturally arise in many domains, such as image classi-
fication [2, 3], text categorization [4, 5], and bioinformatics
tasks [6, 7].

We study the HMC problem in remote sensing images.
Accurate classification of fine-grained ships [8, 9] is vi-
tal for numerous civil and military applications. However,
fine-grained annotations require expert knowledge and high
image quality, and these reasons limit the number of available
training samples for each fine-grained class. Although the
number of fine-grained images is limited, the prior of the

class hierarchy enables us to learn with images only having
coarse-grained labels and make coherent predictions.

There are some traditional ways to solve the HMC prob-
lem. A straightforward way is to predict labels at the leaf
nodes and heuristically add their ancestor labels, which ne-
glects all the non-leaf nodes. Another related way ignores
the hierarchy and performs standard multi-label classification,
while post-processing is needed to correct label inconsisten-
cies. The hierarchical approaches can be categorized into lo-
cal and global approaches [1]. Local methods [10] generate
a hierarchy of local classifiers used to classify instances fol-
lowing a top-down strategy. Global approaches [11] predict
all the levels of classes with a single classifier.

Recent studies usually develop HMC methods based on
neural networks. They focus on the design of network ar-
chitectures [12] or loss functions [13, 14]. [12] employs a
cascade of networks, where the layer of each network cor-
responds to one level of the label hierarchy. Such network
architectures generally require all the paths in the label hi-
erarchy to have the same length, which limits their appli-
cation. Coherent hierarchical multi-label classification net-
works (C-HMCNN) [13] modifies the standard binary cross-
entropy loss by teaching the network when to exploit the pre-
diction of the lower classes in the hierarchy to influence pre-
dictions on the upper ones. [14] designs the probabilistic clas-
sification loss based on the HEX graph. Considering hierar-
chical relations, the HEX graph captures three semantic re-
lations between any two labels in the hierarchy: mutual ex-
clusion, overlap, and subsumption. While C-HMCNN only
ensures the subsumption relation: the prediction score for a
class equals the maximum scores of all its subclasses, includ-
ing itself.

In this paper, we combine the probabilistic classification
loss based on the HEX graph with the cross-entropy loss com-
monly used in the fine-grained image classification. The main
contributions are summarized as follows:

• We exploit the class hierarchy in ship taxonomy to
learn a DNN-based classifier with coarse-grained and
fine-grained samples. Leveraging the hierarchical label
structure, we introduce the HEX graph to design the
probabilistic classification loss encoding hierarchical
label relations. The multi-class cross-entropy loss is
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combined into the loss function to increase the dis-
crimination power of the DNN-based HMC classifier
on fine-grained leaf labels.

• We conduct experiments on the real-world ship data
set [8], and the experimental results demonstrate that
the proposed method is superior to state-of-art HMC
methods especially when trained with fewer fine-
grained samples.

2. METHOD

In this section, we first describe the network architecture, then
explain the corresponding loss function.

2.1. Network architecture

In our experiments, we employ ResNet-50 as the backbone
network and replace its output layer with two parallel out-
puts. Fig. 1 illustrates our network architecture. In Fig. 1, one
output contains sigmoid nodes that correspond to all labels in
the hierarchy. We adopt sigmoid non-linearity instead of the
softmax because sigmoid nodes are independent, whereas the
softmax implies mutual exclusion. We constrain their rela-
tions by introducing the HEX graph to respect the hierarchy
constraint. The HEX graph organizes these sigmoid nodes
with three semantic edges: mutual exclusion, overlap, and
subsumption. An edge is called an exclusion edge, indicating
that two nodes are mutually exclusive, e.g., a ship cannot be
the aircraft carrier and merchant ship. If two nodes share no
edge, it means that they overlap, i.e., each node can turn on or
off without constraining the other. Note that there is no over-
lap edge in the HEX graph of the experimental ship dataset, as
a ship type can not belong to two classes simultaneously. An
edge is a hierarchy edge, indicating that one node subsumes
another, e.g., the aircraft carrier is a superclass of nimitz class
aircraft carrier. Another output includes softmax nodes corre-
sponding to all fine-grained labels in the hierarchy.

A simple demonstration in Fig. 1 explains the class hier-
archy existing in the ship dataset, where the aircraft carrier
and the merchant ship indicate their respective subclasses,
and all classes in the same level of the hierarchy are mutu-
ally exclusive. Two classes are mutually exclusive, then all
their subclasses are mutually exclusive implicitly. In our net-
work, sigmoid outputs respect such class hierarchy with the
aid of the HEX graph. Softmax outputs focus on classifying
all fine-grained classes in the class hierarchy. During the in-
ference, softmax scores are added to sigmoid outcomes that
correspond to fine-grained labels. Then we obtain combined
predictive scores of all labels in the hierarchy.

2.2. Loss Function

The proposed loss function contains two forms of losses. Sig-
moid outputs are used to calculate the probabilistic classifica-
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Fig. 1. Our network architecture consists of a backbone net-
work (ResNet-50) and two parallel outputs: sigmoid outputs
and softmax outputs. Each node corresponds to a label in
the hierarchy with a directed black edge. The directed blue
edges indicate features extracted from the backbone network
and fed to two outputs. In the HEX graph, directed yellow
edges represent subsumption relationships, and undirected
green edges stand for mutual exclusion.

tion loss. Softmax outputs form the cross-entropy loss. Sup-
pose that the number of sigmoid nodes in the HEX graph is
n, y ∈ {0, 1}n is the binary label vector corresponding to all
nodes, and x is the input image, then the joint probability of
all nodes is:

Pr(y|x) = 1

Z(x)

n∏
i

ϕi(x̄i, yi)
∏

ψi,j(yi, yj) (1)

where ϕi(x̄i, yi) = ex̄i[yi=1], and x̄i is the i-th sigmoid out-
put. ψi,j(yi, yj) is the constraint between any two nodes in
the HEX graph, defined by:

ψi,j(yi, yj) =

{
0, if violates constraints
1, otherwise

(2)

Z(x) =
∑

ȳ∈{0,1}n

∏n
i ϕi(x̄i, ȳi)

∏
i,j ψi,j(ȳi, ȳj) sums

over all legal binary label vectors and normalizes the joint
probability.

Given a training image, it has the observed ground truth
label i corresponding to a certain node in the HEX graph, and
we can compute the probability of label i by marginalizing all
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other labels:

Pr(yi = 1|x) = 1

Z(x)

∑
ȳ:ȳi=1

n∏
i

ϕi(x̄i, ȳi)
∏
i,j

ψi,j(ȳi, ȳj)

(3)
In other words, we obtain the marginal probability Pr(yi =
1|x) of label i by summing over all legal binary label vectors
ȳ that include ȳi = 1.

In the training process, labels can be at any level of the
hierarchy, and we maximize the marginal likelihood of the
observed ground truth labels. Given training examples D =
{x(l),y(l), g(l)}, l = 1, . . . ,m, where y(l) is the ground truth
label vector and g(l) ⊆ {1, . . . , n} is the indices of the ob-
served labels, the probabilistic classification loss is:

LHEX(D) = −
∑
l

ln(Pr(y
(l)

g(l) = 1|x(l))) (4)

To increase the discrimination in leaf nodes (fine-grained
classes) of the class hierarchy, we apply the softmax normal-
ization on leaf nodes by adding softmax outputs in the output
layer. The softmax normalization increases the probability of
the observed ground truth label while decreasing the scores
of other labels, which strengthens the discriminative power of
the network. We train softmax outputs with the cross-entropy
loss and obtain LCE . LHEX takes advantage of hierarchical
knowledge, and LCE focuses on fine-grained classification.
The combined loss is defined as:

Lcom(x(l), y
(l)

g(l)) =


LCE + λ ∗ LHEX , if g(l) is in

leaf nodes
LHEX , otherwise

(5)

where λ is the hyper-parameter. The total loss on D is defined
as:

Ltotal(D) =
∑
l

Lcom(x(l), y
(l)

g(l)) (6)

3. EXPERIMENTS

We adopt the commonly used dataset HRSC [8] in ship recog-
nition as our experimental dataset. The images sizes range
from 300 × 300 to 1500 × 900. The training set contains
617 images, and the test set includes 438 images. There are
three levels of hierarchy organized as a tree in HRSC. In the
root node, ships and non-ship objects are separated. In the in-
ternal nodes, ships are classified into three coarse categories,
i.e., aircraft carrier, warcraft, and merchant ship. Leaf nodes
in the third level refer to the fine-grained classification where
ships are distinguished into their precise categories. In our
experiments, we utilize the last two levels of hierarchy that
comprise 3 coarse categories and 21 fine-grained subclasses.
Note that we crop every ship instance from images according
to bounding box annotations to avoid interference from the
background.

The whole network is optimized by stochastic gradi-
ent descent (SGD) with momentum. Regrading the hyper-
parameters, we empirically set the batch size as 32, the
momentum as 0.9, and the number of epochs as 40. The ini-
tial learning rate is 0.001 and multiplies 0.1 every 20 epochs.
The λ is set to 1 according to ablative experiments. The
number of samples per class is usually much smaller at the
fine-grained level of the hierarchy because of the image qual-
ity and expert knowledge. On the other hand, hierarchical
knowledge could help learn fine-grained classes. In order
to demonstrate the advantage of HMC, we set the following
experiments, in which few training samples own fine-grained
labels, and some images only have coarse-grained labels. In
the training set, we select 0%, 50%, and 90% examples at
each fine-grained class and relabel them to their immediate
parent classes respectively. All images in the test set are
tested with fine-grained labels.

We consider two kinds of evaluation metrics. Note that
test images in HRSC contain two levels of hierarchical la-
bels: coarse-grained and fine-grained labels. The first metric
only evaluates the fine-grained labels, i.e., fine-grained clas-
sification. Given the test image, we assign its fine-grained
label with the maximum score in the combined outcomes
that correspond to fine-grained labels. The second metric
considers both coarse-grained and fine-grained labels. It
is computed as the area under the average precision recall
curve AU(PRC), whose points (Prec,Rec) are computed
by varying the threshold as: Prec =

∑n
i=1 TPi∑n

i=1 TPi+
∑n

i=1 FPi
,

Rec =
∑n

i=1 TPi∑n
i=1 TPi+

∑n
i=1 FNi

. TPi, FPi, and FNi are the
number of true positives, false positives, and false negatives
for class i, respectively. AU(PRC) has the advantage of
being independent of the threshold used to predict when a
sample belongs to a particular class and is the most used in
the HMC literature [6, 12, 13].

We set up two baselines for comparison. The first base-
line (softmax-leaf) utilizes ResNet-50, and its softmax out-
put layer corresponds to fine-grained labels. Different from
the first one, the softmax output layer in the second base-
line (softmax-all) includes all coarse-grained and fine-grained
labels. Both baselines are trained with cross-entropy loss.
We also compare two state-of-art methods: [14] (HEX) and
[13] (C-HMCNN). For a fair comparison, we similarly com-
bine the loss proposed in C-HMCNN with the softmax cross-
entropy loss (C-HMCNN-CE). Table 1 records the overall
fine-grained classification results (OA) using the first metric
and the AU(PRC) results evaluating HMC methods.

In Table 1, C-HMCNN and our method outperform two
baselines when trained with coarse-grained and fine-grained
examples. Softmax-all organizes all labels in the hierarchy
as mutual exclusive nodes in the softmax output layer. C-
HMCNN and our method obtain better OA results, which
indicates that the two methods effectively encode hierarchi-
cal knowledge. C-HMCNN-CE achieves better OA results
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Table 1. OA(%)/AU(PRC) results on HRSC by relabeling examples at each fine-grained class to their immediate parent
classes according to three proportions.

Relabeling softmax-leaf softmax-all HEX C-HMCNN C-HMCNN-CE our

0% 91/ 91.7/ 88.1/0.96 88.6/0.98 91.8/0.98 94.6/0.98

50% 81.7/ 81.5/ 51.6/0.74 83.7/0.93 85.8/0.90 88.2/0.95

90% 48.8/ 42.5/ 38.4/0.67 64.3/0.79 72.9/0.72 75.2/0.90

than C-HMCNN, which demonstrates that combining with
the softmax cross-entropy loss does help improve the dis-
criminative power of the network in fine-grained classifica-
tion. With the proposed loss function, our method achieves
superiorAU(PRC) results compared to the other three HMC
methods. Although combined with the softmax cross-entropy
loss, C-HMCNN-CE reaches similarAU(PRC) results to C-
HMCNN.

4. CONCLUSION

In this paper, we propose the combined loss function to solve
the HMC problem in remote sensing images. With the aid
of available hierarchical labels existing in the ship dataset,
we evaluate our method for ship recognition. The proposed
combined loss function encodes hierarchical knowledge with
the probabilistic classification loss by introducing the HEX
graph, and it emphasizes fine-grained classification with the
softmax cross-entropy loss. Experimental results on HRSC
show that the proposed method consistently outperforms
baselines and other HMC models under two evaluation met-
rics.
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